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Abstract— Image fusion is the technique of collecting and
joining together the best visible and clear image parts to form 
the best resultant image. The images may be acquired from 
two different sources or at two different angles or the two 
different levels of focus. The earlier image fusion techniques 
implemented fixed levels of decomposition and this acted as 
the rigid rule for complete image. The image parts which are 
required being decomposed to lower or higher decomposition 
levels where improperly decomposed and produced non-
optimized results. Whereas, in my proposed algorithm there is 
an implementation of the quantized frequency technique 
which optimize and decompose to a frequency quanta as 
required according to the pixel intensity and clarity. The 
decomposition levels are selected using frequency partioning. 
The frequency partioning provides selection levels of 
decomposition described in values from 0.0 to 1.0. This 
quantized system is flexible up to 0.001 values this certainly 
increases the CPU overhead but provides sharper results with 

detailed information signal.  
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I. INTRODUCTION 

 Image fusion defines the process of fusing visual 
information from a number of images into a single fused 
image. It is part of the much broader subject of multi-sensor 
information fusion, which has attracted a considerable 
amount of research attention in the last two decades.  

Multi-sensor information fusion utilizes information 
obtained from a number of different sensors surveying an 
environment [8].  

.
Figure 1 Block Diagram of Basic Image Fusion Process[13] 

The definition of information fusion (data fusion) by the 
U.S. Department of Defence is a multilevel, multifaceted 
process dealing with the automatic detection, association, 

correlation, estimation and combination of data and images 
from multiple cameras.  

Image fusion represents a specific case of multi-sensor 
information fusion in which all the information sources 
used represent imaging sensors [23]. Information fusion can 
be achieved at any level of the image information 
representation

Image fusion is usually performed at one of the three 
different processing levels: signal, feature and decision. 
Image fusion is categorised into two parts: Image level 
image fusion, also known as pixel-level image fusion, 
represents fusion at the lowest level, where a number of raw 
input image signals are combined to produce a single fused 
image signal [5].  

Object level image fusion, also called feature level image 
fusion, fuses feature and object labels and property 
descriptor information that have already been extracted 
from individual input images. Finally, the highest level, 
decision or symbol level image fusion represents fusion of 
probabilistic decision information obtained by local 
decision makers operating on the results of feature level 
processing on image data produced from individual sensors. 

Multi  Sensor  Data Fusion (MSDF)[12]  is  a 
mathematical  tool  that increases  the dimensionality  of 
the  data  space  to  increase  the  quality  of  deduced 
information. MSDF reduces ambiguity and vulnerability of 
the system to be processed. MSIF is a part of MSDF and 
Multi sensor image fusion (MSIF) has become vital signal 
processing tool in image processing for improving visual 
interpretation of various applications such as enhanced 
vision system, robotic vision & navigation, machine vision, 
medical diagnosis, surveillance, remote sensing and 
military.  

II. TYPES OF IMAGE FUSION TECHNIQUE

Image fusion methods can be broadly classified into two - 
spatial domain fusion and transform domain fusion. The 
fusion methods such as averaging, Broveymethod [21], 
principal component analysis (PCA) [18] and HIS [4] based 
methods fall under spatial domain approaches. Another 
important spatial domain fusion method is the high pass 
filtering based technique. Here the high frequency details 
are injected into up sampled version of MS images.  
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Figure 2. Image Fusion Outline [20] 

 
The disadvantage of spatial domain approaches is that 

they produce spatial distortion in the fused image [2]. 
Spectral distortion becomes a negative factor while we go 
for further processing, such as classification problem. 
Spatial distortion can be very well handled by transform 
domain approaches on image fusion. The multi-resolution 
analysis has become a very useful tool for analysing remote 
sensing images.  

 
The discrete wavelet transform [23] has become a very 

useful tool for fusion. Some other fusion methods are also 
there, such as Gaussian pyramid based [21], curve let 
transform based [21], etc. These methods show a better 
performance in spatial and spectral quality of the fused 
image compared to other spatial methods of fusion.  

 
Image pyramids have been initially described for multi-

resolution image analysis and as a model for the binocular 
fusion in human vision [5]. A generic image pyramid is a 
sequence of images where each image is constructed by low 
pass filtering and sub sampling from its predecessor. Due to 
sampling, the image size is halved in both spatial directions 
at each level of the decomposition process, thus leading to a 
multi-resolution signal representation.  

 
The image pyramid helps to depict image representation 

in two pyramids: The smoothing pyramid (Gaussian 
Pyramid) containing the averaged pixel values, and the 
difference pyramid containing the pixel differences, i.e. the 
edges (Laplacian Pyramid)[1]. So the difference pyramid 
can be viewed as a multi-resolution edge representation of 
the input image. 
 
The actual fusion process can be described by a generic 
multi-resolution fusion scheme which is applicable both to 
image pyramids and the Discreet Cosine Transformation 
(DCT) approach. Also computation of nonlinear pyramids, 
such as the ratio and contrast pyramid, where the multistage 
edge representation is computed by a pixel-by-pixel 
division of neighbouring resolutions. 
 
In the first part of the technique the two images captured 
from different sensors called multilevel sensors [9] [10] is 
captured and saved. The two images loaded are processed 
to form the Gaussian pyramids. This is done primarily with 
the help of the Discrete Cosine Transform (DCT) [14][15] 
and Discreet Wavelet Transform (DWT) [11] [17].My 
paper proposes a frequency portioning approach which is a 
fundamental alteration in the previous fixed level based 

approach. The fixed level based approach performed 
uniform and linear decomposition on each pixel of the 
image irrespective of the pixel intensity at that point 
whereas the frequency portioning approaches provide more 
precise level for each pixel.  
 

 
 

Figure 3 Image Fusion Pyramids [5]. 

 
This is done firstly by expressing the limits of the frequency 
f, i.e. from 0.0 to 1.0 with intervals of 0.1 thereby creating 
10 distinctive levels. After the declaration of the image 
frequency levels, the image is down sampled using a block 
size of 8x8, which is done using discrete cosine transform 
(DCT). 
 
2.1 Discrete Cosine Transform (DCT) 
Discrete  cosine  transform  (DCT)  coefficients are  
concentrated  in  the  low  frequency  region;  hence,  it  
compacts more image values  and  edges contribute to high 
frequency coefficients.  
 
The signal energy due to smooth regions is compacted 
mostly  into  DC  coefficients;  hence  edges  in  the  spatial  
domain  can  only contribute  energy  to  a  small  number  
of  AC  coefficients[3]. The  2D  discrete cosine  transform 
Z(u,v) of  an  image  or  2D  signal z(x,y)  of  size  MxN   is 
defined as [10]:   
 

 
 
u& v are discrete frequency variables (x,y) pixel index. 
Similarly, the 2D inverse discrete cosine transform is 
defined as: 
 

 
Image  resize  can  be  done  in  either  spatial  domain  or  
DCT  domain.  Image resizing in spatial domain is 
computationally complex than transform domain. In  DCT  
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domain,  high  frequency  (HF)  coefficients  are  truncated  
for  down sampling  and  assuming  HF  coefficients  to  be  
zero  for  up  sampling[6].   
 
To down sample the image by a factor of two, the following 
procedure is carried out as shown below: 

 
Fig 4 Down sampling process [26] 

 
The  image  is  divided  by  non-overlap blocks  of  size  
8x8 and then  transformed  into  DCT  domain[].  The  4x4  
low frequency  (LF)  coefficients  out  of  each  8x8  DCT  

block are formed as 
result. A  4x4  IDCT  is  applied  on  the LF  coefficients  to  
get  down  sampling.  In this way, four consecutive 8x8 
blocks become four consecutive 4x4 blocks in spatial 
domain. This image in spatial domain can be down sampled 
by repeating the same procedure.  
Both the images are down sampled to different frequency 
level, where decomposition level is selected as per the 
image pixel intensity of the image I1 and I2.  
 
Let, there are two images (I1 and I2) to be fused.  Pyramid 
construction is done for each image. 
 
The decomposition level k is provided by the frequency f 
for 1st image given by: 

 
and similarly  for  of  2nd  image 

 
Then the image fusion rule is as follows: 

 
For k-1 to 0 levels 

 
Where  

 
and the magnitude comparison is done on corresponding 
pixels. 
 
Using Reduction Function [19] R:         Zk= R (Zk-1) 

Using Expand Function [22] E:  

  ,    
where l0 , l1, …… lk-1 are image  pyramids  that  contain  
band  pass filtering images and keeping these records to 
utilize on reconstruction process and zk is  the  coarser  level  
image.  

 
 

Fig 5 Decomposed Pyramic using Frequency Partioning[16] 

 
The k levels of image pyramid are represented as 
Pk -> {zk, l0,l1, ….,lk-1}. 
 
At coarser level  

 
there is no more decomposition beyond this level. 
 

 
 
As a result, the pyramid If = f z0 is the fused image. 

 
III. PROPOSED TECHNIQUE 

The Proposed Algorithm for image fusion using 
frequency partioning 
Step 1: Load the first image (I1) 
Step 2: Load the second image (I2) 
Step 3: Declare the frequency level f from 0.0 to 1.0 with 
intervals of 0.1 each. 
Step 4: Down sample the images acquired in step 1 and 2 
using DCT and by selecting frequency level f from step 3 
according to the pixel intensity. 
Step 5: The two decomposed images are fused using 
pyramid If = f z0 
Step 7: The fused image is up sampled using inverse DCT. 
Step 8: Calculate parameters PSNR, MSE, SF and SD using 
the original image. 
 
After the fusion of the images, the resultant is upsampled to 
original size. Up  sampling  the  image  by  a  factor  of  two  
can  be  done  by reversing  the  down sampling procedure.  
The image to be up sampled by using a factor of two is 
divided into 4x4 blocks. Four consecutive 4x4 blocks are 
transformed into DCT domain as shown in figure below.  
These  are  treated  as  Low Frequency (LF) coefficients  
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and  used  as  the  LF  components in  the  8x8  blocks  and  
the  reaming  High Frequency (HF) coefficients  are  
assumed  to  be  zero.   
Then  consecutive  8x8  blocks  in  DCT  domain are  
converted  into  spatial  domain    by  applying  8x8  IDCT. 
This procedure is also called expand function [22].   
 

 
Fig. 6  Up sampling process [22] 

 

Now the image is analysed for the parameters PFE, SD, SF 
and PSNR [7] with reference to the original image. The 
parameter results have been depicted in the next chapter. 
 

IV. QUALITY EVALUATION METRICS 

Qualitative measures are used for accurate and meaningful 
assessment of fused images.    
 
4.1  Peak Signal to Noise Ratio (PSNR)   
PSNR will be high when the fused and reference images are 
alike. Higher value means better fusion. It is computed as: 

 
Where L is the number of gray levels in the image. 
 
4.2 Standard Deviation (SD)  
Important  index  to  weight  the  information  of  image,  it  
reflects  the deviation  degree  of  values  relative  to  mean  
of  image.  The greater the SD, more dispersive the gray 
grade distribution is.  Standard  deviation would  be  more  
efficient  in  the  absence  of  noise  [30].  An image with 
high contrast would have a high standard deviation.  It is 
calculated using the formula 

 
 
4.3 Spatial Frequency (SF)  
SF indicates the overall activity level in the fused image.  
The  spatial frequency  for  the  fused  image If of  
dimension MxN  is  defined  as follows: 
 
Row frequency:  

 
 

Column Frequency: 

 
Spatial Frequency: 

 
 
4.4 Percentage Fit Error (PFE) 

 
where  norm is the operator to compute the largest singular 
value.It is computed as the norm of the difference between 
the corresponding pixels of reference and fused images to 
the norm of the reference image.   

 
Table 1 Results 

Sr. 
No. 

Image 
Name 

PSNR SF SD PFE 

1. Plane 43.567547 15.556524 48.972577 7.824307 

2. Earth 43.115404 57.056126 53.541137 25.156901 

3. City 43.260216 14.763783 33.427962 18.147885 

4. Pepsi 41.323557 14.543735 46.127494 28.327478 

5. Toy 42.561000 11.838051 49.427425 31.144479 

V. CONCLUSIONS 

In this paper, I implemented image fusion with 
the variable quantization approach. The frequency 
partitioning is done with the help of frequency 
factor f, which can be sub divided into the smaller 
quanta i.e. the frequency can be distributed from 
0.0 to 1 having quanta of 0.1 each. With this 
frequency factor, images from multiple sensors 
with different focus or multi focus image scan be 
fused together. The variable quantization of the 
frequency for each pixel based on the estimation 
induced less amount of noise that proved to be the 
high efficiency factor of the image fusion 
technique. 
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